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Macro Network Science Themes

• Transition From Legacy Networks To Networks That 

Take Full Advantage of IT Architecture and Technology

• Extremely Large Capacity (Multi-Tbps Streams)

• High Degrees of Communication Services 

Customization

• Highly Programmable Networks

• Network Facilities As Enabling Platforms for Any Type 

of Service

• Network Virtualization 

• Highly Distributed Processes
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National Science Foundation’s Global 

Environment for Network Innovations (GENI)

• GENI Is Funded By The  National Science Foundation’s Directorate 

for Computer and Information Science and Engineering (CISE) 

• GENI Is a Virtual Laboratory For Exploring Future Internets At 

Scale. 

• GENI Is Similar To Instruments Used By Other Science Disciplines, 

e.g.,  Astronomers – Telescopes, HEP - Synchrotrons

• GENI Creates Major Opportunities To Understand, Innovate and 

Transform Global Networks and Their Interactions with Society. 

• GENI Is Dynamic and Adaptive.

• GENI Opens Up New Areas of Research at the Frontiers of Network 

Science and Engineering, and Increases the Opportunity for 

Significant Socio-Economic Impact. 



Future Cyberinfrastructure

• Large Scale Highly Distributed Infrastructure That Can 

Support Multiple Empirical Research Testbeds At Scale

• Next Generation GENI, Edge Clouds, IOT, US Ignite, 

Platform for Advanced Wireless Research (PAWR) and 

Many Others

• Currently Being Planned – Will Be Designed, 

Implemented and Operated By Researchers for 

Researchers



National Science Foundation Global Environment for Network innovations



International 40G and 100 G ExoGENI Testbed



Chapter:

Creating a Worldwide Network

For The Global Environment for Network

Innovations (GENI) and 

Related Experimental Environments 



iGENI: The International GENI

• The iGENI Initiative Will Design, Develop, Implement, and 
Operate a Major New National and International Distributed 
Infrastructure.

• iGENI Will Place the “G” in GENI Making GENI Truly Global.

• iGENI Will Be a Unique Distributed Infrastructure Supporting 
Research and Development for Next-Generation Network 
Communication Services and Technologies. 

• This Infrastructure Will Be Integrated With Current and Planned 
GENI Resources, and Operated for Use by GENI Researchers 
Conducting Experiments that Involve Multiple Aggregates At 
Multiple Sites. 

• iGENI Infrastructure Will Connect Its Resources With Current 
GENI National Backbone Transport Resources, With Current 
and Planned GENI Regional Transport Resources, and With 
International Research Networks and Projects,

•





The Global Lambda Integrated Facility: a Global 

Programmable Resource 



Source: John MacAuley

iCAIR

GLIF AutoGOLE 

Initiative



AutoGOLE Dashboard

Control Plane Data Plane





SDX StarLightNetherLight
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SCInet TbpsTopology 

By Azher Mughal CalTech







DTN Flows@100 Gbps=>Compute CanadaCANARIEStarLight<+>SC16



SCInet WAN Topology By Azher Mughal CalTech





KREONet2 and GLORIAD-KR

KISTI Daejeon 100 G StarLight

Soon: Daejeon SDX  StarLight SDX





A*STAR Singapore

• Singapore Supercomputing Center 

DTNSingARENPacWavwGRPnet

StarLight DTNSC16

• 50-60 Gbps





Biomedical Data Commons:

Flow Orchestration: Control Plane + Data Plane 

Data Plane

Control Plane

Data Repository A (West Coast)

Data Repository C (Asia) Data Repository D (Europe)

Data Repository B

(South)

Visualization Engines

North America
Compute Engines 

(Midwest)





An Experimental Testbed For 

Computer Science Research

Another 

SDX Opportunity and Model For “Tenant” Networking –

Experimenters As Tenants









• The Chameleon Network Control API Is the OpenStack Network API 

-- Neutron, A Cloud Networking Controller And a Networking-as-a-

Service (NaaS) Platform.

• The Implementation Includes Chameleon Enhancements, e.g., Pre-

Set Network Configurations that Experimenters Can Select, 

Implement, and Toggle Among. 

• Options The Control Plane Can Support Include Standard Routing 

Services, Pre-configured VLANs, Extensible VXLANs, Generic 

Routing Encapsulation (GRE), and OpenFlow with Hybrid 

Networking. 

• Because of the Address Limitations of VLANs (~4k), the VXLAN 

Encapsulation Protocol Architecture Is Important To Multi-Tenant 

Cloud Providers, Especially For SDN, Because It Extends the 

Address Space To 16 million With a 24-bit Segment ID, Enabling 

Provisioning of Large Numbers of Overlay Networks On Shared 

Infrastructure. 

Chameleon and OpenStack Net API



Open Stack SW Architecture For Neutron Reference Platform



• Neutron Provides APIs (Via Dashboard Web-Based 

GUI), interfaces to Devices (e.g., Routers, Switches, 

virtual routers, virtual switches, and SDN Controllers), 

And Policy Based Control Software Components. 

• Neutron Enables Networks To Be Created and Managed 

Within IaaS Platforms, e.g., L2 Paths, Routed L3 Paths, 

IP address Management Processes, and Gateways 

Through Which It is Possible To Interconnect With 

External Networks. 

• Minimal Neutron Implementation includes At Least One 

Controller Node (w/ At Least 1 Network Interface On The 

Management Plane), One Network Node, and One 

Compute Node. 

Neutron 



• For Some Services and Applications, VMs Alone Do Not 

Provide All Capabilities Required, Especially Services 

Requiring Exceptionally High Performance.

• OpenStack Supports Bare Metal Implementations 

Through the Ironic Environment, Which Can Be Used To 

Establish, Configure, and Use Bare Metal Nodes. 

• This Option Requires a Network That Connects to a 

Boot Image Server That Can Support a PXE Boot 

Function Over The Network and Other Services, From 

Neutron, to Configure Bare Metal Nodes. 

• The Ironic Process Creates a Flat Network, a Single 

VLAN, Among Bare Metal Nodes. 

• Chameleon Is Building On This By Developing Options 

For Network Isolation For Bare Metal Nodes.

Options For Bare Metal Integration 

With Tenant Networks



• Tenant Networks Are Not Only Implemented In Cloud 

Facilities, And Among Cloud Facilities

• They Must Be Extended To Multiple External Sites –

Across Multiple Domains – Across The US and 

Internationally

• Creating Global Private Networks Enhanced Through 

Federation

• E.g., GENI Has Been Federated With the Future Internet 

Research and Experimentation (FIRE), With the Smart 

Applications On Virtual Environments (SAVI) Testbed, 

with NSFCloud Testbeds, and the International GENI.

Extending Tenant Networks Through Federation



IRNC: RXP: StarLight SDX A Software Defined 
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IRNC SDX

IRNC SDX

IRNC SDX

IRNC SDX

GENI

SDX

UoM SDX

Planned US SDX Interoperable Fabric

GENI 

SDX IRNC SDX



Will Be Contiguous To 

the StarLight SDX





CSTNET – In US Over 10 Gbps GRPnet

Between Seattle and StarLight



Global Research Platform
• A Emerging International Fabric

• A Specialized Globally Distributed Platform For Science Discovery 

and Innovation

• Based On State-Of-the-Art-Clouds

• Interconnected With Computational Grids, Supercomputing 

Centers, Specialized Instruments, et al

• Also, Based On World-Wide 100 Gbps Networks

• Leveraging Advanced Architectural Concepts, e.g., SDN/SDX/SDI –

Science DMZs

• Ref: 1st Demonstrations @ SC15, Austin Texas November 2015

• Subsequent Demonstrations @ SC16 Salt Lake City Utah, 

November 2016

• New=> Global Research Platform 100 Gbps Network 

(GRPnet) On Private Optical Fiber Between PacificWave 

and StarLight via the PNWGP



www.startap.net/starlight
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